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Abstract

The performance of the SVMNN as classifier for recognizing 2D objects frolretimage is discussed in this paper.
classifier is supported by the features extraatechfthe image. The feature vector proposed ingager is a fusion of cal and
global features. For feature vector formation, Hu'srmt Invariant is computed to represent the imagglabal feature
which is invariant to translation, rotation andlstpand Hessie-Laplace detector and PCBH-T descriptor as local featul
Also the feature vector constructed is hitjmensional that reduces the performance of thesitlar, in order to reduce the si
of feature vector without losing the important feas Kernel Principal Component Analysis is applietihe proposed meth
is expeimented in MATLAB and tested with the CC-100 and CALTECH 101 databases, for the both datsbte result
are shown. Also the experiment is performed omthisy images of both the databases. To prove fiweefcy of the proposd
method, Neural Netark model (BPN) is performed and the comparatigellts are give.

Keywords. Support Vector Machine, Moment Invariant, Hes-Laplace, K nearest neighbor, Kernel Principal Congra

Analysis, Object Recognition

1. Introduction

Human beings are capable of recognizing an objesekingc
the image or scene entirely or certain part of ¢hene o
image. The process of assessing the entire imag
recognition is referred as global feature, in dasaly certain
pat or image patch is utilized for recognition of abject
such feature is called as local feature. Human g%
recognize objects by global and local image featu®mong
the local and global feature, local feature plaialvole in
object recognitiorsince it provides more number of import.
features. Object recognition is an important andnpsing
research area in Computer Vision and in the aremnate
processing. Object recognition has the importaptieations
in media filtering, fish clasdifation, plant classificatior
Manufacturing sector and security systems, etc.uméh
beings are capable of recognizing objects througjew with
great accuracy and apparently little effort, itstll unclear
how this performance is achieved by thenam being. Objec
recognition involves the process of identifying theality of
the object in the image if the object availablethe image
Similarly the object detection is process of categjog the
object from unknown to known category. In thigpeg both
the recognition and detection are performed. Hostate the
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object and then name the object by comparing ih lite
database. The object recognition system proposethis
paper is consisting of the following modules imi
preprocessing, &ure extraction, dimensionality reducti
and recognition/ detection.

In this paper, an application for object recogmitis proposes
for recognizing the objects in the given image gdotal anc
global features of the image using S\WWNN. For global
features, Moment invariant is computed for the iemagd fol
the local features Hessidaplace blob detector is use

Image features are generally classified into tweegaries
they are local and global. Local features are cdsgpbase!
on the interes point in the image. Global features .
computed based on intensity value of the entireggnaBase!
on the literature review made, most of the worlated to
object recognition is based on either the localuieaor globa
feature, only few work wereonsidering the local and glok
features for object recognition.

Interest Point Detection is the major task in LoGedture
extraction for the process like objeacognition. Interes
point usually refers to the corners, blobs in angejand the:
are useful in finding the local features in manyusons to
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computer vision problems. Based on the literatumeey, the
following are the familiar interest point detectionethods
available such as Moravec's Corner detector, Hdetsctor,

out performs well compared to the traditional meth¢26].
Ling Li Jiang et al. used KPCA as rotating machynierature
vector dimensionality reduction with Gaussian Kérmes

kernel function for rotating machinery fault diagtio case
[17]. L.J.Cao et al. compares PCA, KPCA and ICA for
dimensionality reduction in support vector machimetheir
result with a conclusion of among other dimensiibyal
reduction methods, KPCA provides best performabte [

SUSAN, Libdeberg scale selection theory, HarrisBites
Laplacian [22], MSER [21] , SIFT [18], and SURF.[3from
the above methods, Mikolajczyk and Schmid [22] osHd
the Hessian Laplace detector for interest poinedin is
scale invariant and detects blob like patchesériniage.

Ahmed et.al, states that the importance of the H&jpoints From the literature review, it is proposed to usthithe local
in object identification [1]. J.Gao et.al, suggesie nearest feature and global feature for the detection of dbgects in
neighbor is the best method for classifications dfie image. KPCA as dimensionality reduction tool fo
patterns[10].Luo Juan and OubongGwun suggests PEA-Sreducing the number features required for the msing.
plays significant role in extracting the best featufor image Also in this paper new sort of classifier is coosted to

deformation [19]. LiLi et.al, proves that the kNbleasier and hybrid the KNN and SVM [31].

simpler to build an automatic classifier [15].Dudaat.al,
shows that moment invariants plays vital role imcraift
identification [8]. Borji and Hamidiutilizes SupgoWector
Machine for recognition of Persian Font Recognitigh.
Chun-Jung et al. suggests Moment Invariants asiredbr
airport pavement distress image classification [6].

Rajesekaran and VijayalakshmiPai proved the usaeahent
invariant as feature extractor for ARTMAP
classification [27]. Krishna et al. uses the suppegctor
machine with the local features for classifying tbaf images
[14]. Xin-Han et al. suggests that the support meatachine
performs well in identifying micro parts [30]. Da&fiRaja et
al. uses the moment invariants and Gray level canee
matrix for the war scene classification [7].

X.Heet al. applies different classifier for globfglature and
local feature. In his paper he used haar-like feats local
feature and edge feature as global. He proposgshé local
features plays important in license plate detectimm a
video [12]. Lowe D.G. proposed the Scale Invarigaature
Transformation (SIFT) descriptor which is invariamd
rotation, scaling, and translation, it provides gaesults in
detecting previously learned objects in clutteragimnment
with changes in pose and with partial occlusiori.[18

Hafiz T. Hasan et al. constructed a Back Propagdtieural
Network for intelligent object detection. He prev&PN
provides efficient and accurate results. Also lggssts
Principal component Analysis (PCA) is useful onlf
accuracy is attained higher than the mere neutalank [11].
Shih-Wei Lin et al. shows in his paper, that BPN dze
applied to classify the irregular shapes, also thges with a
small number of training iterations, the BPN shovest and
highly accurate classification ability[29]. Qisofithen et al.

opted KPCA as feature extraction tool for time e®ri

prediction using SVM. In his results he states that KPCA

The rest of the paper is given as follows. SecHBatescribes
the steps involved in the construction of featurector.
Section 3 gives an overview of recognition meth@&@ktion 4
presents discusses the proposed method. Sectistsses
the results obtained. Finally, section 6 concluttes paper
with a brief discussion of future research.

2. Feature Vector Construction

image

Generally the important task of object recognitinodel is to
convert the image to feature. The process of cdimgethe
given data into classifier required format is odlkes Feature
Extraction. In this paper, two types of features ased, first
one is local feature i.e., hessian-laplacian operas$ interest
point detector and PCA-SIFT is used as descriptor f
extracting the local features from the given imadée
second feature is global feature; the most famigbobal
feature is Hu’'s Moment invariant. The remainingtpefrthe
section addresses the global and local feature.

2.1 Geometric Moment Invariants

For the past 5 decades, moment invariant play$ rota in
object recognition and pattern recognition appios.
During 1970, the geometric moment invariant wasoithiced
by Hu’s based on ththeory of algebraic invariantSince
its inception, it appears to be the most promising effective
feature in representing an image. From the monfenimage
may be re-constructed. The set of seven momersiriant
jintroduced by Hu’s is invariant to rotation, scglirand
translation. A set of distinctive features compufer an
object must be capable of identifying the same abyeith
another possible different size and orientation. onint
Invariants holds one such set of descriptors whahbe used
to recognize the object even the object has change
transformations. The moment function from Eq.3af act as
a representative function of an image.
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The two-dimensional geometric moment (m) of orgerg)th
of a function f(x,y) is defined as

a2 b2

— p,d

m = [ [ xTylf(x,y)dx dy. 1
pa = L (x.v) 1)

@ = (3'721"703) (’730“712)[(’730*'712) 2 3('721“703) ZJ

+ (3’721"730) ('721“703) [3(’73c +’712) = (’721“703) 2] ©

where p,q = 0,1,2,....«@ and x,y gives the location of theA set of seven invariants can be derived from #mosd and

pixel in the image along x-axis and y-axis respetyi and

third normalized central moments. This set of sewv®ment

f(x,y) gives the intensity value at a particulacdtion. Note invariants Eq.3 to EQ.9 is invariant to translatiostation, and
that the monomial product xpyq is the basis fumcfior this scale change.

moment definition. A set of n moments consists lbfrpq’s
for p + q < n, ie., the set contains
elements.Using non-linear combinations of
moments, Hu derived a set of invariant momentschviiias
the desirable properties of being invariant underade
translation, scaling and rotation.

The Moment invariants are very useful way for ectirgy
features from two-dimensional images. Momentirasaiis are
properties of connected regions in binary imagest thre
invariant to translation, rotation and scale.

The normalized central moments Eq.2, denoteqhwre
defined as

M pqg = - l;ofq (2)
H 00
where y=£§ﬂ+l p+q= 234...
# =120 * 1102 3)
» = (’720 "702) % 4’7121 (4)
@3 = (’730 - 3’712) % (3’721 "703) ? (5)
@y = (’730 +’712) % (’721 +’703) ? (6)
%= (’730‘3’712) (’73o+’712) l(’730+’712) 2‘3(’721“703) ZJ
+ (3’721"703) (’721“703) [3(’730 +’712) 2 (’721“703) 2
P = (’720 "702) [(’730 +’712) 2 (’721+’703) 2J
* 4’711('730 +’712)(’721+’703) ®)

¥(n+1)(n+2
geometripterest point detection is one of the common task$ormed

%.2 Hessian-Laplace Detector

in image processing and computer vision. Intefesint
means the blob or patch of the image, where trengity of
the object is high when compared to the backgraamdther
objects in the image. Keypoint in the 2D imagetaeepoints
with high curvature, here hessian-laplace dete¢2@] is
discussed. Blob detectors are influenced by tlaesspace
theory rely on the differential method such as hajan of
Gaussian (LoG), difference of Gaussian (DoG) and
determinant of Hessian[16]. The interest poirdtedted by
the hessian-laplace detectors are invariant tdiootand scale
changes. Keypoints are localized in space at tagima of
the Hessian determinant [16] and in scale at thal lmaxima
of the Laplacian-of-Gaussian. Hessian-Laplace inbta
greater localization accuracy in scale-space aalk Selection
accuracy. The Hessian matrix also called as Hedsiahe
square matrix of second-order partial derivativies function;
that is, it describes the local curvature of a fiomc of many
variables. The following is the function so-callétessian
Eq.10.

o)) i) el

The detector computes the second order partiaateres| ,,

L IXyl
where the determinant of the of the Hessian (1Xoimes
maximal:

(
’ defH)

(10)

Iyyfor each image point and then searches for points

— 2
=1, W Ixy (11)
In this paper the Hessian-Laplace blob detectousisd for
detecting the interest point. Once the interesttpisi detected
the SIFT [18] is applied to extract the local featl
Generally SIFT, has high dimension of 128 featdoeseach
interest point detected in the image. To redueentimber of
features, PCA is utilized, that reduces the featu® 36
numbers. Here in this paper, for local featureaetion PCA-

SIFT descriptor is used.
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2.3 Kernel Principal Component Analysis

Kernel PCA (KPCA) [28] is an
traditional linear PCA in a high-dimensional spabat is
based on the kernel function used. Principal Carmepb
analysis is a classic linear technique in staist@nalysis.
Given a set of values, PCA finds eigenvalue/vectsing
only second-order statistics, a smaller set whHerddature are
uncorrelated to each other’s. Kernel principal ponent
analysis is one of the fundamental tools for unsiped
nonlinear dimension reduction and feature extractiolt
involves calculation of the eigenvalue decompositior
singular value decomposition of centered kerned daid is in
search for orthogonal functions that optimize tleenkl data
scatter. Similar to linear PCA, it involves thédldaving eigen
decomposition [2]

CKC=iYi" (12)

Where, K is the kernel matrix with entries Kij =xkfj), C is
the centering matrix Eq.12 given by

1

C=1-—HH"
N

3

(13)

I is the NxN identity Matrix, H=[111...1]T is an N X vector,
| = [al, a2, ... aN] with ai = [ail,...aiN]T is the mixt

)

containing the eigenvectors arz:: diag(A,,. contains

the corresponding eigenvalues. To denote the mictire &P -

1w
D=—3" d(X,
mapped data by NZ.:l ( )

map P as:

B(X) = D(X) - (14)

From the above centered map Eq.14, the kth ortmoalor

eigenvector of the covariance matrix is computedhen

projection of (D(X)
eigenvectors is computed.

In this paper the kernel function used is the poiyial
function as in Eq. (15):

)= )

where p = 1 gives standard PCA.

(15)

The following are the steps involved in computinB®A in
the original space:

Compute the Kernel Matrix : Kij = K(xi,Xj).
Center K.

improvement of

and define the centered

onto the subspace spanned by the first n

DiagonalizeKc and normalize eigenvectors:

Ak(a". a") = 1 (16)
Extract the k first principal components
N
(X )oe= ar(@(X) . @(x)) (17)
i=1

3. Recognition Methods
3.1 Support Vector Machine

Support Vector Machine is one of the supervised e
Learning Technique, which was first heard duringLdTe®2
introduced by Vapnik, Boser, Guyon. Support Vector
Machines are used for classification and regresgidoelongs
to generalized linear classifiers. SVM is a mostiyed
method in pattern recognition and object recognitidhe
objective of the support vector machine is to foln
hyperplane as the decision surface in such a way ttte
margin of separation between positive and negatkaamples
is maximized by utilizing optimization approach. reeally
linear functions are used as a separating hypexpianthe
feature space. For achieving better performanesgral
kernel functions are used such as polynomial foncend
radial-bias function, in this paper, polynomial étion is used
as kernel function. When using kernel functiong #talar
product can be implicitly computed in a kernel featspace.

For the proposed work, the system starts with ingisample

N
{(X‘ Y, )}i=1, where the training vector ig(" and its class

label isyi . The proposed method aims to find the optimum
weight vector w and the bias b of the separatingehyiane
such that

Yi (WT¢(Xi)+b)21_<ri1 0,

f20 O (18)

with w and the slack variableé minimizing the cost function
given below

1 N
Aw.&)=Zww+CH & (19)
i=1
where the slack variableé represent the error measures of

data, C is the value assigned to the errors,%(‘l)i is a kernel
mapping which maps the data into a higher dimemgion
feature space.
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3.2 K-Nearest Neighbor

In pattern recognition, the k-nearest neighbor mtigm (k-
NN) is a method for classifying objects based oosest
training examples in the feature space.
neighbor algorithm is amongst the simplest of alichine
learning algorithms: an object is classified by ajonty vote
of its neighbors (k is a positive integer, typigadimall). If k=
1, then the object is simply assigned to classtofearest
neighbor. The nearest-neighbor method is perhaps
simplest of all algorithms for predicting the claska test
example. The training phase is simple, ie., toestevery
training example, with its label. To make a prédit for a
test example, first compute its distance to eveaining
example. Then, keep the k closest training exasnplbere k
> 1 is a fixed integer. This basic method is calieel k-NN
algorithm. For example k=3. when each example fixed-
length vector of real numbers, the most commonadis
function is Euclidean distance

d(x,y)=Hx—>4‘=,/ix—yi 0 iX—y5=(§(>§ —yi)zjuz (20)

where x and y are points in Rm.

K-Nearest Neighbor algorithm (KNN) is part of sugeed

learning that has been used in many applicatiotisarfield of

data mining, statistical pattern recognition andnynathers.
KNN is a method for classifying objects based oosest
training examples in the feature vector. An objsatiassified
by a majority vote of its neighbors [15]. K is ays a
positive integer. The neighbors are taken fromtatebjects
for which the correct classification is known.idtusual to use
the Euclidean distance, though other distance messuch
as the Manhattan distance can be used.

4. Proposed Method SVM-KNN

The proposed model can improve the performance
recognition. SVM is a binary classifier; it is camient for
classification/recognition in high dimensional spaand
consequently suitable for image classification agtgject
recognition.

The steps involved in object recognition is givestolw, for a
query (i.e., when an image is given as input topheposed
method),

i. After acquiring the image, the image is pre-proedss

The kastar

from the pre-processed image and construct the

feature vector for the given image.

iii. The constructed feature vector is applied to KP1DA,

reduce the number of features.

In K-Nearest Neighbor stage, the nearest neighbors
are identified using the distance function such as

Euclidean Distance.

If the K neighbors have all the same labels, thergu
is labeled and exit; otherwise, compute the pagwis

th v.

distances between the K neighbors; and constract th

distance matrix.
Vi. Using the kernel trick method, the distance masix
converted into kernel matrix, later it can be agghlio

SVM for classification.
Vii. SVM classifier is used to classify the object.

In this paper, polynomial kernel function Eq.21uged in the
SVM procedure.

)= )

where p = 1 gives standard PCA.

(21)

The proposed object recognition model is giverigrif In the
proposed method, the given image is pre-processedttact
the edges of the object, for edge extraction canrgdge
detection method is applied. Once the edges aractet then
the Hu's seven moment invariants are computed andhi
same image the Hessian-laplace detector is apliget the
interest points in the image, from the interesnfothe PCA-
SIFT is computed. The feature vector is constdiciging the
local and global features computed. The dimensityrat the

constructed feature vector is reduced by applyirgCK.

KINN is used to find the closest neighbors of theegiimage
with all the available training images. If a laliefound then
the algorithm quits, otherwise the SVM is appliethe

proposed algorithm was used to recognize the abjEuw

results are compared to those obtained with SVMN\ BiRd
KNN. From the results, it is indicated that theogwsed
classifier is superior to some other classifier.

5. Experimental Results

(edge detected — Canny’s edge detector) for Featdfae Proposed method of combining the local and alob

Extraction

feature and identifying the object from the imagag SVM-
KNN is implemented in MATLAB 7.5 and with the imagef

i.  Local Feature (Hessian-Laplace ar\d PCA-SIFT) aréo|L-100 database [25] and CALTECH-101 database [9]
Global feature (Hu's Moment Invariant) are extracteco).-100 database consists of images of 100 diffeobjects
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Perform Hessian-
Laplacian detector &
PCA-SIFT Descrintc

Construct the

Training/
Testing Set

A 4

Preprocessing

Feature Vector

]
an

Perform Hu's Moment
Invariant Computation

L
[

A 4

Perform
KPCA

v

K-NN Classifier

Output Result

A

SVM Classifier

If all objects
labelec

Fig. 1. Proposed Model for Object Recognition

with black background; each one is rotated withrdegngle
interval in vertical axis. Hence for every objebete are 72
images, which sum up to 7200 images for the whatalthse.
The CALTECH 101 dataset (L. Fei-Fei et al. [9]) sizis of
images of 101 object categories. The significartation in

Output Result

class label of x0, where x0 is the feature vectahe training
images and test images. Without prior knowledge, KINN

classifier usually applies Euclidean distanceshasdistance
metric. Once the KNN is performed, the query islall then

appearance, color, and lighting makes this databagg program ends, otherwise the kernel matrix @uated for

challenging for object recognition and detectiongass. For
experimenting, the set of images from the categimylanes
and motorbikes are chosen. The database is ctabsifio two
parts one for testing and another one for training.

During the experimentation, the first phase is dovert the
color image into gray image and perform some fifigr
process to remove the noise and then for the mreepsed
image the canny’s edge detection is performed hedetige
detected image is saved for further processing: th® edge
detected image the geometric moment invariantsifsgean

Eq. 3-9 is computed and in order to compute thallEature
the Hessian-Laplace detector is performed to eachexery
training/test image and then PCA-SIFT descriptaoisiputed
over the interest points detected by the dete@uice local
and global features are computed, they are arraimgedch a
way to construct the feature vector. The KPCA meétli®
employed to reduce the dimensionality of the camséd
feature vector.

The KNN classification algorithm tries to find the nearest
neighbors of X0 and uses a majority vote to deteerthe

the distance matrix, and then the SVM classifieaipplied to
the kernel matrix to label the object. This promgbseethod
was applied to different set of training and tesage sets of
COIL-100 and CALTECH-101 dataset. Some of the insage
chosen for training and testing are given in figPable land

fig.3 shows the performance of the proposed method

compared with the traditional SVM, KNN method andck
Propagation Neural Network Model for COIL-100 datas
Table 2 and fig.4 shows the performance of thesdiass for
CALTECH-101 dataset.

Table 1Results of the classifier with different nbTraining sets for
COIL-100 database

No. of Training % of rgc_ognition .
images (based on Positive recognition)
25 75 125 250
SVM + KNN 86.20% 91% 93% 98%
SVM 80% 81.50% 79% 83%
KNN 76% 76% 73% 72%
BPN 67% 73% 74% 79%
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Fig. 2. First two rows are sample objects fromIGOD0 and the third
row consists of objects chosen from CALTECH-101

Table 2 Results of the classifier with differeit of training sets for
caltech-101 database

No. of % of recognition
T 0.0 (based on Positive recognition)
i:na;nlgsg Aeroplane motor bike
9 50 100 50 100
SVM + KNN 87% 92% 86% 94.5%
SVM 81.2% 83% 80.4% 83.3%
KNN 74.3% 77.2% 73% 75%
BPN 70% 75% 71% 74%
120.00%
100.00% —
c
80.00% —%WM + KNN
c
oo
§0.00% =SV M
(2
== KNN
'80.00%
X —>=BPN
20.00%
0.00%
25 75 125 250

Fig.3.Performance of the proposed method for agiffenumber of
training images in COIL-100

From the above graphs fig.3 and fig.4 the propasethod
outperforms the SVM, BPN and KNN.

6. Conclusion

In this paper, the object recognition system basedthe
combination of local and global feature is proposEdr local

100%
90%
80% -
70% -
60% -
50% A
40%
30% -
20% A
10% -

0% -

B SVM + KNN
mSVM

KNN
B BPN

50 | 100 | 50 | 100

Aero pIane‘ motorbike‘

Fig.4. Performance of the proposed method for diffenumber of
training images in CALTECH-101 dataset

feature, the Hessian-Laplace detector along witiA-BG-T
descriptor is used, and for the global feature Hbs moment
invariant which is invariant during rotation, scaj
translation is used. Also in this paper KPCA isptoyed as
dimensionality reduction to improve the performamdethe
SVM-KNN classifier [24][23]. The classifier used identify
the object from the feature vector is SVM-KNN. KNN
classifier is applied first to identify the closedtject from the
trained features, if there is no match; SVM is perfed to
identify the object. In the proposed method, thgecib
recognition is done with greater accuracy. Théagldeatures
and local features are robust in finding the objeatn the
object is partially-occluded.From experimental iesin the
Table.1 and Table.2, it is clear that combining Sl KNN
with local and global feature reduced by KPCA caodpce
better results. Most of the results are even békien the
traditional methods like KNN, SVM and BPN. The posed
model uses polynomial function as kernel function lhoth
the KPCA and SVM. Future work will include the pess of
recognizing the 3D object based on view-based 2ayes.
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